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[bookmark: professional-summary]Professional Summary
[bookmark: technical-skills]Accomplished data engineer with more than 12 years of progressive experience delivering end‑to‑end data solutions across financial services, public health, retail and insurance domains. transforming complex datasets into actionable insights across financial services, public health, retail, and insurance domains. Recognized for advanced SQL expertise (CTEs, window functions, query optimization), strong data profiling, and the ability to create visually compelling, storytelling dashboards that influence business decisions. experience designing, developing, and optimizing enterprise-scale data solutions, including 6+ years of hands-on expertise with Snowflake. Proven track record in architecting and delivering cloud-native data warehouses, ingestion pipelines, and real-time analytics across financial services, healthcare, insurance, and retail domains. Experienced in both data engineering and data analytics, with proven success in designing efficient pipelines, building regulatory and operational reports, and driving business outcomes. Proven expertise in architecting and implementing scalable data platforms on Microsoft Azure, including Data Factory, Synapse, Databricks, Data Lake Gen2 and Snowflake. Adept at designing ELT/ETL pipelines that transform terabyte‑scale datasets into actionable insights, optimizing query performance and ensuring regulatory compliance. Collaborative leader experienced with Agile/Scrum, DevOps and CI/CD tools who excels at translating business requirements into high‑performance data architectures
· Deep expertise in architecting modern data lake and warehouse infrastructures on Microsoft Azure services such as Data Factory, Synapse, Databricks, Data Lake Gen 2, and Snowflake.
· Proven ability to design ELT/ETL pipelines that transform terabyte-scale datasets into actionable insights while optimizing query performance and ensuring regulatory compliance.
· Skilled at implementing star and snowflake schemas, dimensional modeling, and SCD techniques to support enterprise reporting and analytics.
· Comprehensive knowledge of data streaming technologies (Kafka, Event Hubs, Spark Structured Streaming) to process millions of events per day and enable real-time analytics.
· Experienced in performance tuning, query optimization, partitioning, indexing, and caching across Synapse, Spark, and SQL databases to reduce costs and improve throughput.
· Advanced security expertise implementing role-based access control, encryption, anonymization, and auditing to meet GDPR, HIPAA, SOX, and SOC 2 requirements.
· Proven ability to integrate machine learning models into data pipelines using ML Flow, Databricks, and Azure Machine Learning, collaborating closely with data scientists.
· Adept at developing interactive dashboards and reports using Power BI, Tableau, Microsoft Fabric, and QlikView to communicate insights to executives and operational teams.
· Strong DevOps skills using Azure DevOps, Jenkins, Terraform, and YAML pipelines to automate infrastructure and deployment processes for data solutions.
· Demonstrated leadership by mentoring teams of data engineers, delivering knowledge-sharing workshops, and translating technical solutions for business stakeholders.
· Domain knowledge across public health analytics (integrating EHR, claims, and survey data) and financial services compliance, ensuring adherence to FFIEC, CCAR, and GDPR regulations.
· Hands-on experience with big data ecosystems including Hadoop, HDFS, Hive, Spark, Flume, Zookeeper, HBase, and Cassandra for high-volume batch and streaming workloads.
· Expertise in optimizing cloud costs through resource allocation, storage tiering, partitioning, and caching strategies.
· Recognized for technical leadership, mentorship, and community contributions, including publishing articles on data engineering best practices and winning innovation awards.





Technical Skills
	Category
	Tools & Technologies (keywords)

	Programming & Scripting
	Python (PySpark), Scala, SQL/T‑SQL, Shell scripting, Java

	Cloud & Big‑Data Platforms
	Azure Data Factory, Azure Synapse Analytics, Azure Databricks, Azure Data Lake Gen 2, Snowflake, Azure Cosmos DB, SQL Server, Oracle, MySQL, DB2, MongoDB, Cassandra, PostgreSQL

	ETL & Workflow Tools
	Apache Spark, DBT, IBM DataStage, Apache Airflow, Apache NiFi, Talend, SSIS, Matillion, Prefect, Oozie

	Data Modeling & Warehousing
	Star & Snowflake schemas, Dimensional modeling, Kimball & Inmon methodologies, SCD Types 1–3, Partitioning, Indexing, Clustering, Materialized Views

	Streaming & Messaging
	Azure Event Hubs, Kafka, IBM MQ, Spark Structured Streaming, HDInsight, Stream Analytics

	DevOps & CI/CD
	Azure DevOps, Git, GitHub, Jenkins, Terraform, Helm, YAML pipelines, Docker, Kubernetes, GitHub Actions, Bicep, CloudFormation

	Visualization & Reporting
	Power BI, Tableau, QlikView, Looker, Microsoft Fabric, Google Data Studio

	Security & Governance
	Azure Key Vault, Unity Catalog, Azure Purview, RBAC, IAM Policies, GDPR/SOX/SOC 2 compliance, Encryption at rest & in transit

	Methodologies & Tools
	Agile/Scrum, Kanban, Data Lineage, Data Quality, Data Governance, PyCharm, Eclipse, SSMS, VS Code



[bookmark: core-competencies]Core Competencies
· Data Platform Architecture & Migration: Expert at designing modern data lake and warehouse architectures on Azure, migrating large on‑premise datasets to cloud environments, and optimizing storage and compute costs.
· Real‑Time Data Streaming & Analytics: Built streaming pipelines using Kafka, Event Hubs and Spark Streaming to process millions of events per day for financial and healthcare use cases.
· ETL/ELT Pipeline Development: Proficient in building scalable and maintainable pipelines with ADF, Databricks, DBT, Airflow, DataStage and SSIS, handling structured and unstructured data at petabyte scale.
· Data Modeling & Governance: Experienced with star/snowflake schemas, dimensional modeling, SCD techniques and implementing data lineage, cataloging and governance frameworks such as Purview and Unity Catalog.
· Performance Tuning & Optimization: Skilled at query tuning, partitioning, indexing and caching techniques in Synapse, Spark and SQL databases to improve performance and reduce costs.
· Security & Compliance: Implemented RBAC, encryption, anonymization and auditing to meet GDPR, HIPAA, SOC 2 and SOX requirements; managed secrets via Azure Key Vault and Azure Entra ID.
· Machine Learning Integration: Collaborated with data scientists to operationalize ML models within data pipelines using MLflow, Databricks and Azure Machine Learning.
· Visualization & Reporting: Developed interactive dashboards and reports with Power BI, Tableau, Microsoft Fabric and QlikView to deliver actionable insights to executives and operational teams.
· DevOps & Automation: Automated infrastructure and deployment processes with Azure DevOps, Jenkins, Terraform and YAML pipelines; employed Docker and Kubernetes for containerized workloads.
· Cross‑Functional Leadership: Led teams of data engineers and analysts, collaborated with business stakeholders and communicated technical solutions to non‑technical audiences.
· Public Health Analytics: Built pipelines and dashboards for public health surveillance, integrating EHR, claims and survey data to support epidemiology and policy decision making.
· Financial Services Compliance: Ensured adherence to FFIEC, CCAR and GDPR regulations through secure data handling and documentation.
· Big Data Ecosystems: Hands‑on experience with Hadoop, HDFS, Hive, Spark, Flume, Zookeeper, HBase and Cassandra to handle high‑volume batch and streaming workloads.
· Cloud Cost Management: Optimized resource allocation and storage tiering on cloud platforms, leveraging reserved capacity, partitioning and caching strategies.
· Mentorship & Training: Provided technical leadership and mentorship to data engineers at various levels, delivering internal workshops on data engineering best practices and contributing to knowledge‑sharing initiatives.
· Data Governance & Metadata Management: Experienced with Collibra, Purview, and Unity Catalog to enforce governance, lineage, cataloging, and compliance frameworks.

[bookmark: education]Education
Master of Science in Data Analytics – Indiana Wesleyan University, IN
Bachelor of Engineering in Information Technology – Osmania University, HYD, INDIA
[bookmark: certifications]Professional Experience
Client: Bank OZK                                                                                               				   Mar 2022 - Present
Location Dallas, TX
Role– Sr Azure Data Engineer 
Responsibilities
· Modernized a legacy on-premises data warehouse by migrating disparate banking systems into a centralized Azure environment, reducing nightly ETL runtime by 50% and improving reporting accuracy.
· Built data pipelines with PySpark, Databricks, and Azure Data Factory, ingesting multi-source datasets into Azure/Snowflake.
· Integrated AWS S3 buckets with Snowflake external tables for hybrid data processing.
· Optimized query performance with partitioning, clustering, and materialized views.
· Automated workflows with ADF + Control-M (Autosys equivalent) for reliability and monitoring.
· Developed Power BI dashboards and supported migration to cloud-based BI tools (including Dremio POC).
· Applied RBAC, encryption, auditing to meet financial compliance requirements (FFIEC, SOX, GDPR).
· Designed and implemented Snowflake External Tables to integrate seamlessly with Azure Data Lake Gen2, reducing ETL latency.
· Configured Streams and Tasks in Snowflake for CDC and automated incremental data processing from banking systems.
· Applied Clustering and Micro-Partitioning strategies to optimize query performance and minimize compute costs.
· Leveraged Snowflake Time Travel and Fail-Safe features to ensure regulatory compliance, data recovery, and auditing.
· Designed and implemented star and snowflake schemas in Azure Synapse Analytics, optimized stored procedures, and developed complex T-SQL queries to support regulatory and operational reporting.
· Built and orchestrated end-to-end Azure Data Factory pipelines to ingest data from on-premises SQL Server, third-party APIs, and flat files into Azure Data Lake Gen2 for scalable analytics.
· Developed and optimized ELT workflows in Azure Databricks using Spark SQL and Delta Lake to transform terabyte-scale banking datasets into actionable insights.
· Implemented data profiling and cleansing routines with ADF Data Flows and Databricks to ensure high data quality and meet FFIEC, SOX, and GDPR compliance standards.
· Piloted adoption of Azure Synapse Dedicated & Serverless SQL Pools, demonstrating improved query performance and cost optimization.
· Partnered with compliance/security teams to implement RBAC via Azure Active Directory, encryption with Azure Key Vault, and auditing to meet GDPR, HIPAA, SOX requirements.
· Integrated real-time data streaming from branch and ATM systems into Azure Event Hubs, processed with Databricks Structured Streaming for fraud detection and instant reporting.
· Applied indexing, partitioning, and materialized views in Synapse to reduce report generation times by up to 40%.
· Used Azure Monitor and Log Analytics for proactive pipeline monitoring, alerting, and root cause analysis, improving operational uptime.
· Implemented enterprise data governance frameworks using Collibra and Azure Purview, enabling metadata management, data cataloging, and lineage tracking for regulatory compliance (FFIEC, SOX, GDPR).
· Created interactive Power BI dashboards connected to Synapse and Databricks datasets for loan, deposit, and branch performance metrics.
· Implemented error handling and recovery mechanisms in ETL workflows to enable automated retries, job restarts, and failure notifications.
· Delivered knowledge-sharing workshops on Azure Data Engineering best practices to internal teams, fostering adoption of cloud-based analytics.
· Recognized by leadership for innovation and modernization efforts that advanced the bank’s cloud transformation roadmap.
Environment:
Azure Data Factory (ADF), Azure Synapse Analytics (Dedicated & Serverless SQL Pools), Azure Data Lake Storage Gen2, Azure Databricks, Delta Lake, Azure Event Hubs, Azure Active Directory, Azure Key Vault, Azure Monitor, Log Analytics, Power BI, SQL Server, SSIS, SSRS, T-SQL, Star & Snowflake Schemas, Data Quality Frameworks, Compliance (FFIEC, SOX, GDPR, HIPAA), Windows Server, Visual Studio, Team Foundation Server (TFS), Banking Core Systems.

Client: Commonwealth of Massachusetts                                                                             		      Aug 2018 – Feb 2022
Location: Bostan MA 
Role: Azure Data Engineer

Responsibilities
· Designed, built, and maintained Azure Data Factory pipelines to ingest EHR, claims, and public health datasets into the Public Health Data Warehouse, reducing integration time by 60%.
· Developed data lake architecture on Azure Data Lake Gen 2, implementing folder structures, partitioning, and tiered storage to optimize query performance and cloud costs.
· Created and maintained Azure Synapse dedicated and serverless SQL pools for large-scale analytical workloads, enabling cross-agency reporting and ad-hoc analysis.
· Designed ELT processes using Snowflake and DBT to transform raw public health data into analytics-ready datasets for epidemiology teams.
· Built reusable parameterized ADF pipelines for automated ingestion from SQL Server, Oracle, and CSV/XML feeds from multiple health agencies.
· Developed schema designs and star/snowflake models to support statewide healthcare dashboards and analytical applications.
· Implemented data masking, encryption, and anonymization strategies (Safe Harbor, pseudonymization, suppression) to meet HIPAA and state privacy requirements.
· Integrated Azure Key Vault for secure credential and connection string management across ETL processes.
· Created Power BI datasets connected to Synapse and Snowflake to support public health dashboards for opioid monitoring, vaccination coverage, and healthcare quality.
· Collaborated with epidemiologists to ensure data definitions and metadata met reporting requirements across agencies.
· Applied data quality rules in Azure Data Factory and SQL stored procedures to validate record completeness, accuracy, and timeliness.
· Tuned Azure Synapse queries with partitioning, indexing, and materialized views, improving query performance by 40%.
· Migrated legacy on-premise data pipelines to hybrid Azure/on-premise architectures, ensuring business continuity during modernization.
· Implemented CI/CD for Azure Data Factory and Synapse using Azure DevOps and YAML pipelines for automated deployment.
· Documented data lineage, governance policies, and technical SOPs to align with state compliance frameworks and promote transparency in data processing.
· Built Snowflake data marts and materialized views to support statewide healthcare dashboards with faster query response.
· Configured and supported Collibra workflows and dashboards to manage metadata and reference data across multiple public health agencies, improving transparency and governance.
· Automated schema evolution and transformations with DBT models deployed in Snowflake, integrated via Azure DevOps.
· Tuned Snowflake Warehouse auto-scaling policies to handle peak reporting workloads during COVID-19 and reduce costs.
Environment:
Public Health Data Warehouse (PHD), Azure Data Lake Gen 2, Azure Synapse Analytics, Azure Data Factory, Snowflake, DBT, SQL Server, Oracle, Power BI, Tableau, Python, R, Azure Key Vault, Azure DevOps, HIPAA Compliance Frameworks, Data Governance, Metadata Management, Data Quality Tools, Hybrid Cloud Deployments.

Client: Liberty Mutual Insurance                         		                           			                   Apr 2015 – July 2018
Role: Big Data Developer
Location: Boston, MA

Responsibilities
· Designed, developed, and optimized big data ingestion pipelines to process high-volume insurance claims, policy, and customer datasets.
· Utilized Hadoop Distributed File System (HDFS) to store and manage multi-terabyte structured and unstructured datasets, ensuring scalability and availability.
· Developed MapReduce, HiveQL, and Pig scripts to transform raw insurance data into analytics-ready formats for downstream reporting and analytics.
· Built and maintained Spark jobs (PySpark/Scala) for large-scale batch and near real-time data processing in fraud detection and policy analysis workflows.
· Integrated Kafka for real-time customer interaction data streaming into the Hadoop ecosystem to support fraud monitoring and underwriting processes.
· Designed and implemented Hive external tables with partitioning and bucketing strategies to optimize query execution.
· Automated ETL workflows using Oozie and Apache Airflow for consistent and timely data delivery to reporting systems.
· Partnered with data scientists to prepare machine learning datasets for underwriting risk models and claims prediction.
· Created ORC/Parquet storage formats, improving query performance by 40% and reducing storage costs.
· Applied data profiling, cleansing, and validation routines to meet insurance regulatory standards and improve accuracy.
· Integrated processed data with Tableau and QlikView dashboards to provide actionable business intelligence.
· Collaborated with business analysts to translate insurance product requirements into big data technical specifications.
· Implemented Kerberos authentication, HDFS file-level permissions, and encryption to secure sensitive policyholder information.
· Tuned Spark, Hive, and HBase queries to handle high concurrency workloads in production environments.
· Led the migration of historical claims and policy data from on-premises systems to the Hadoop platform, reducing processing time from days to hours.

Environment: Hadoop, HDFS, Hive, Pig, MapReduce, Spark (Scala/PySpark), Kafka, Sqoop, Flume, HBase, ORC, Parquet, Oozie, Airflow, Tableau, QlikView, Python, Shell Scripting, Git, Jira, Linux (Red Hat/CentOS), Oracle, MySQL, Teradata, Agile/Scrum, CI/CD, Kerberos, LDAP, Data Encryption, Insurance Regulatory Compliance.


Client: Kroger                                                                                                                                 		     Mar 2013- Mar 2015
 Role: ETL Developer                                            
Location:  Cincinnati, OH

Responsibilities

· Designed, developed, and maintained Informatica PowerCenter ETL workflows to extract data from Oracle, SQL Server, and flat file sources into the enterprise data warehouse.
· Created complex mappings and reusable transformations to cleanse, aggregate, and load transactional retail data for sales, inventory, and supply chain analytics.
· Developed parameterized ETL jobs to support multi-source, multi-format ingestion (CSV, XML, JSON) with automated scheduling in Control-M.
· Built data staging areas to handle large-volume daily loads exceeding 1 TB while ensuring minimal downtime and optimized batch performance.
· Implemented CDC (Change Data Capture) logic to process incremental data from POS systems, reducing processing time and improving data freshness.
· Optimized ETL jobs by applying partitioning, pushdown optimization, and parallel processing techniques, achieving a 35% performance improvement.
· Designed and implemented error handling, logging, and restartability features in ETL workflows to ensure data integrity and operational resilience.
· Collaborated with business analysts and BI developers to define data transformation rules for retail KPIs such as sales performance, shrinkage, and replenishment metrics.
· Migrated legacy ETL jobs to a modernized architecture with Informatica and Snowflake, ensuring scalability and cloud compatibility.
· Created stored procedures and SQL scripts for pre- and post-load validations in Oracle and SQL Server databases.
· Developed data quality checks to validate null handling, referential integrity, and business rule compliance before loading into reporting tables.
· Integrated ETL workflows with Tableau and Power BI datasets, enabling real-time retail sales dashboards for executives.
· Participated in production support by troubleshooting ETL failures, analyzing root causes, and implementing permanent fixes.
· Maintained metadata documentation and job dependency diagrams to support governance and onboarding of new team members.
· Coordinated with infrastructure teams to schedule and monitor ETL jobs across environments (Dev, QA, Prod) ensuring smooth deployment cycles.

Environment:
Informatica PowerCenter, Control-M, Oracle, SQL Server, Snowflake, UNIX Shell Scripting, Tableau, Power BI, POS Data Feeds, CSV/XML/JSON Sources, Retail ERP Systems, Data Quality Tools, Metadata Management, Git, Dev/QA/Prod Environments.
Certifications
· Microsoft Certified: Azure Data Engineer Associate
· Microsoft Certified: Azure Solutions Architect Expert
· DataBricks Certified Data Engineer Professional

[bookmark: training-workshops]Training & Workshops
· Data Engineering Bootcamp (2024): Completed an intensive eight‑week program covering advanced topics in stream processing, data lakehouse architectures and real‑time analytics.
· Snowflake Summit (2023): Participated in sessions on performance tuning, security and new features such as Native Apps and Dynamic Tables.
· Microsoft Build Conference (2022): Attended workshops on Azure Synapse innovations, serverless architectures and integrating AI into data pipelines.
· Apache Spark Summit (2021): Presented a talk on optimizing Spark workloads using Adaptive Query Execution and Delta Lake.
· Healthcare Data Analytics Symposium (2019): Co‑presented a poster on integrating social determinants of health into predictive models for readmissions.

[bookmark: citations]
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